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Abstract

Prior work has shown that pretrained language
models often make incorrect predictions for
negated inputs. The reason for this behaviour
has remained unclear. It has been argued that
since language models (LMs) don’t change
their predictions about factual propositions un-
der negation, they might not detect negation.
We show encoder LMs do detect negation as
their representations across layers reliably dis-
tinguish negated inputs from non-negated in-
puts, and when negation leads to contradictions.
However, probing experiments show that these
LMs indeed don’t use negation when evaluat-
ing whether a factual statement is true, even
when fine-tuned with the objective of changing
outputs on negated sentences (Hosseini et al.,
2021). We hypothesize about why pretrained
LMs are inconsistent under negation: when the
statement could refer to multiple ground enti-
ties with conflicting properties, negation may
not entail a change in output. This means nega-
tion minimal pairs in different training samples
can have the same completion in pretraining
corpora. We argue pretraining may not pro-
vide enough signal to learn the distribution of
ground referents a token could have, confusing
the LM on how to handle negation.

1 Introduction

Pretrained language models (PLMs) are extensively
being deployed in the real world. While they are
becoming increasingly better at giving plausible
human-acceptable outputs, it has been shown that
they fail at even basic reasoning tasks (Huang and
Chang, 2022). In this paper, we focus on a language
model’s (LM) ability to handle negation, which is
important to follow instructions (Jang et al., 2023)
and be consistent with facts (Burns et al., 2022).
Negation can also change the inferences that can
be drawn from any set of clauses (Hossain et al.,
2020b). For example, “Tommy is a dog. Tommy
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is a human.” is a contradiction but “Tommy is not
a dog. Tommy is a human.” is not one. More gen-
erally, it can change the classification of any input;
one easy example is sentiment analysis, where “not
good” is clearly a negative rating.

Models have been shown to not change their pre-
dictions sufficiently for negated inputs compared
to their positive counterparts across NLP tasks like
NLI (Naik et al., 2018), sentiment analysis (Zhu
et al., 2014; Barnes et al., 2019), paraphrase identi-
fication (Kovatchev et al., 2019), machine transla-
tion (Hossain et al., 2020a), and question answer-
ing (Ribeiro et al., 2020; Sen and Saffari, 2020).
For example, RoBERTa (Liu et al., 2019) predicts
“NATO” for both P1: “Germany is a member of
[MASK].” and P2: “Germany is not a member of
[MASK]”, where a valid output for P1 like “NATO”
would be an invalid output for P2 (Kassner and
Schütze, 2020). Scaling model size has been shown
to degrade their performance on negated inputs
across tasks like commonsense reasoning, question
answering, and sentence completion (Jang et al.,
2023; McKenzie et al., 2022).

Similar to prior work (Kassner and Schütze,
2020; Hosseini et al., 2021), we focus on simple
expressions of negation based on “not” rather than
“without”, “except”, etc. We wish to isolate and
study how the model deals with negation once
recognized rather than mechanisms of detecting
negation or resolving its scope. Prior work has
mainly gone in three directions. (1) demonstrating
that pretrained LMs perform poorly under negation
(Kassner and Schütze, 2020; McKenzie et al., 2022;
Jang et al., 2023), (2) creating datasets to study the
processing of negated sentences (McKenzie et al.,
2022; Ravichander et al., 2022), and (3) modifying
pretrained models for improved negation consis-
tency (Hosseini et al., 2021). We seek to articulate
better how pretrained models build representations
for negated expressions. We show the presence of
negation is reliably encoded even in the final layer



of an LM. Using probing methodologies similar
to Burns et al. (2022), we show that encoder LM
representations linearly separate true and false fac-
tual statements indicating they can make factuality
judgements. However, negation does not affect the
LM’s factuality judgement even though it should
be changed. We show that even explicit finetuning
to change outputs on negated factual propositions
as done in the BERTNOT model (Hosseini et al.,
2021) does not help incorporate negation into factu-
ality judgements. This indicates that the objective
of simply changing outputs in the presence of “not”
is an insufficient characterization of what LMs need
to “understand” negation.

Why then do LMs detect negation but still fail
to incorporate the changes it causes? We outline
a proposal by observing that changing outputs is
not always required under negation. For exam-
ple, “America” can be a valid completion present
in the training dataset for both “The boy was born
in [MASK]” and “The boy was not born in [MASK]”.
Intuitively we know that the two samples could
have two different referents (say John and Fernan-
dez respectively) by the same token “boy”. Thus,
negation does not necessarily imply changing out-
puts in statements involving tokens with referent
ambiguity. However, we expect a change when the
referent of the token is unambiguous. We argue
that lack of explicit referent ambiguity signal in the
pretraining corpora could lead to LMs improperly
learning when to change outputs under negation.

Overall our main contributions are the following:
1. Through carefully controlled probing studies,

we show PLMs can detect negation and reason
about contradictions due to negation.

2. However, LMs fail to incorporate negation
in their understanding of whether a factual
proposition is true or false.

3. We draw a distinction between statements
where negation changes the output and state-
ments where the same output is also valid due
to ambiguity in the referents. We argue this
distinction could explain why LM outputs are
often incorrect for negated inputs.

2 Related Work

2.1 Prior hypotheses
There have been some attempted hypotheses on
why models fail at negation despite their progress
and the simplicity of the task for humans (Jang
et al., 2023). Kassner and Schütze (2020) conclude

that “PLMs poorly distinguish positive and nega-
tive sentences.” Similarly, Jang et al. (2023) claim
“LMs could not find any distinction between the
original and the negated prompts, treating them
as identical instructions.” In our work, we draw
the distinction between detecting negation and cor-
rectly performing the operation it entails, showing
that the problem lies in the latter instead.

McKenzie et al. (2022) present a different hy-
pothesis. They claim that “not” is too small a per-
turbation to the input to cause the drastic changes
making the most acceptable output the least accept-
able one. The model may be incapable of deviating
sufficiently from the plausible outputs provided by
the rest of the tokens (the not-negated proposition)
in the presence of “not.” However, Hosseini et al.
(2021) show that BERT can be finetuned to change
outputs when “not” occurs in the input while retain-
ing performance on non-negated sentences. Thus,
models are capable of learning to change outputs
in the presence of “not.”. In Section 4 we explore
why pretraining may not induce this behaviour.

2.2 Interpretability
We use probing methods throughout this work.
Alain and Bengio (2016) show that models are in-
centivized to make useful information linearly sep-
arable, so it is often enough to use linear classifiers
to check representations for encoding properties of
interest. However, Pimentel et al. (2020) suggest
that more complex probes like Multi-Layer Per-
ceptrons (MLPs) are better for tighter estimates of
what information exists in the model’s representa-
tions. Voita and Titov (2020) show that if the probe
can learn from small training sets, the efficacy is
more likely to come from the representations being
probed rather than the probe itself. Furthermore,
Hewitt and Liang (2019) discuss the importance
of control tasks to show probes are selective to
the concepts studied and are not using spurious
heuristics. Our experimental design in Section 3
incorporates these insights.

3 Experiments

In this section, we investigate whether representa-
tions of encoder-based LMs contain information
about the presence of negation and the truth of fac-
tual statements. We also check whether negation is
incorporated in the models’ factual judgement.



3.1 General setup
We study two popular pretrained Transformer-
based (Vaswani et al., 2017) encoder models:
RoBERTa (Liu et al., 2019) and DeBERTa (He
et al., 2020). We use the Negated LAMA dataset
(Kassner and Schütze, 2020), which contains a
human-generated negated version of each datapoint
in the LAMA dataset (F. Petroni and Riedel, 2019).
The LAMA dataset contains masked factual propo-
sitions with their correct completions. Finally, we
also compare BERTNOT (Hosseini et al., 2021),
a state of the art method that claims to improve
LM’s understanding of negation. It finetunes BERT
(Devlin et al.) on an objective that penalizes the
model for predicting the same token as in the non-
negated premise for the negated masked version
of the premise. We use BERTNOT to investigate
whether finetuning an LM to change outputs in the
presence of “negation” improves the LM’s under-
standing of “negation” as claimed in Hosseini et al.
(2021). Most of the experiments deal with sentence
representations obtained by averaging across to-
ken representations; this pooling strategy has been
shown to perform decently on SentEval in (Reimers
and Gurevych, 2019).

3.2 Representations distinguish the presence
of negation

Kassner and Schütze (2020) hypothesized that LMs
cannot detect the presence of “not.” If this is true,
the hidden layer representations, especially in the
final layers, should be indistinguishable for negated
and non-negated sentences. We use a linear probe
to distinguish encoder LM representations on the
negated LAMA dataset. If the probe can reliably
distinguish representations of negated sentences, it
means that representations of negated inputs are lin-
early separable from their positive minimal pairs.

Probe setup We take the mean-pooled represen-
tations of each layer and train a linear classifier on
the binary classification task of whether the input
contained “not.” The training set for this exper-
iment was constructed using representations cre-
ated from negated (“Germany is not a member of
NATO”) and non-negated samples (“Germany is
a member of NATO”) from the dataset in Kassner
and Schütze (2020). The classifier is trained on a
balanced training set of 500 samples and tested on
a held-out set of 2000 test samples. We use a small
training set for the probe to ensure that the probe’s
complexity is low and the information it learns is

from the LM representations with high likelihood
as recommended in Voita and Titov (2020).

Control tasks We design a control task to ensure
the specificity of our probe. Particularly, we replace
the “not” inputs with a fixed random 3-character
string and make predictions based on the LM rep-
resentations of such inputs using our learned linear
classifier. We find consistent results irrespective
of the 3 characters chosen. We also run a control
experiment with the negation token replaced with
an adverbial phrase, specifically “actually.” The
probes trained for the task are used to obtain pre-
dictions on this modified control data. If the probe
is specific to “not” and not using spurious heuris-
tics like length, it should obtain low (near random,
i.e. 50%) accuracy for both these control tasks.

Results The linear probes trained for all layers
detect negation with above 95%, with results for
the final layer reported in Table 1.

Model Accuracy Control3-char Controlactually

RoBERTa 0.985 0.50 0.53
DeBERTa 0.984 0.50 0.653
BERTNOT 0.98 0.54 0.81

Table 1: Linear probe accuracies for distinguishing
negated and non-negated sentences from final layer LM
representations. The control tasks have near-chance
accuracies, indicating the probes are specific to “not.”
Control3-char, Controlactually refer to the control experi-
ments with a random 3-character string, “actually" used
to replace “not.” respectively.

Conclusion Encoder LM’s detect the presence of
“not” up to the final layer.

3.3 Representations distinguish contradictory
statements

Next, we want to see if the LM representations
linearly separate a pair of sequences that contradict
due to negation or agree despite negation.

Setup We take every proposition A and its
negated counterpart A′ from Negated LAMA and
create 4 samples by concatenation. For example:
• AA: “Germany is a member of NATO. Germany

is a member of NATO.”
• AA′: “Germany is a member of NATO. Germany

is not a member of NATO.”
• A′A: “Germany is not a member of NATO. Ger-

many is a member of NATO.”
• A′A′: “Germany is not a member of NATO. Ger-

many is not a member of NATO.”



We then formulate a binary classification prob-
lem that puts the contradictory pairs (AA′, A′A)
in one class and pairs that agree (AA, A′A′) in the
other. This task can also be seen as performing the
exclusive-or (XOR,⊕) operation over the presence
of “not” in the two given sentences. Since linear
probes can only approximate⊕ with upto 75% ac-
curacy, if a linear probe can learn to reliably (much
more than 75%) distinguish these classes, the LM
represents negation-based contradiction and agree-
ment in a linearly separable manner.

We train a linear classifier for each layer of the
encoder to do the task based on the encodings in
that layer. Results for the final layer and the em-
bedding layer have been reported in Table 2.

We also use the same two control tasks as earlier
to check for the specificity of the probe to contra-
diction and agreement based on “not” and rule out
length heuristics. Specifically, we run inference
for samples with “not” replaced by a fixed random
3-character string. Note that in the control task, the
AA samples that form 25% of the entire dataset
remain the same as the original task, and there is
no instance of “not.” This makes the most selec-
tive probe have an accuracy of 62.5%, i.e. 25%
plus chance accuracy (37.5%) on the other 75%
samples.

Results The linear classifier on the final layer
representations of the encoder LMs gets high ac-
curacies (90%+) indicating LMs can reason about
contradictions. The random character control task
accuracy is significantly lower whereas the “actu-
ally” control task achieves below 50% accuracy
for both models. This shows that the classifier is
specifically distinguishing negation-based contra-
diction and agreement between the concatenated
clauses. The task requires the LMs knowledge as
the accuracy from the embeddings is near chance
(50%).

Conclusion Negation-based contradiction and
agreement due to “not” are linearly separable in
the final layer of encoder LMs indicating that pre-
trained LMs can reason about contradictions in-
duced by the presence of “not.”

3.4 Representations may not encode negation
consistent factuality

Prior work has shown that language models cap-
ture some factual knowledge (F. Petroni and Riedel,
2019). However, Kassner and Schütze (2020) show
that masked language models do not change the

token they predict to fill the mask in a negated con-
text. We wish to investigate if negation is used to
inform an LM’s understanding of whether a propo-
sition is true at all. Burns et al. (2022) show that
a model’s evaluation of the truth value of proposi-
tions is encoded as a feature in their representations
that can be extracted. We replicate their “upper
bound” (highest accuracy) setup to try and extract
negation-sensitive latent representations of factual-
ity as we do have access to gold-standard factual
statements.

Setup The Negated LAMA dataset (Kassner and
Schütze, 2020) has masked facts and their negated
versions. Each sample also has a correct comple-
tion for the non-negated sentence which can be
used to create non-negated true facts and negated
false facts. To create a dataset for non-negated false
facts and negated true facts, we run the masked non-
negated proposition through RoBERTa and sample
from the probability distribution over tokens that
fill the mask until the completion is not the same
as the correct completion given in Negated LAMA
to create a dataset of facts and false facts. 1 Note
that this dataset is never re-generated and the other
models being tested are made use the same dataset.

For example:
• True fact non-negated: “Germany is a member

of NATO.”
• False fact non-negated: “Germany is a member

of OPEC.”
• False fact negated: “Germany is not a member

of NATO.”
• True fact negated: “Germany is not a member

of OPEC.”
Using the above dataset, we train the following

probes to predict whether a fact is true or not:
• Trained exclusively on non-negated data.
• Trained exclusively on negated data.
• Trained on both negated and non-negated data.

Note that since both the presence of negation
(say a binary variable N ) and the judgement of
factuality (say a binary variable F ) for the posi-
tive statement is available in the representations,
the task could be solved as N⊕F . Since XOR
is a non-linear operation, the linear probe cannot
directly learn the task this way. However, linear
approximations of XOR can be made upto 75% ac-

1An examination of 400 randomly sampled datapoints re-
veals that 1% of the sentences labelled false facts are just
simply not factual statements, i.e. they don’t have a set truth
value. No fact labelled false was actually true.



Representation Case Precision Recall F1-Score Accuracy

RB DB BN RB DB BN RB DB BN RB DB BN

Final layer NC 0.94 0.97 0.90 0.94 0.99 0.89 0.94 0.98 0.90 0.94 0.98 0.90C 0.94 0.99 0.90 0.94 0.97 0.91 0.94 0.98 0.90

Embedding layer NC 0.55 0.50 0.54 0.51 0.51 0.53 0.53 0.50 0.53 0.55 0.50 0.54C 0.54 0.50 0.54 0.59 0.49 0.54 0.56 0.50 0.54

3-char control NC 0.65 0.55 0.77 0.88 0.99 0.82 0.74 0.71 0.80 0.70 0.60 0.79C 0.81 0.96 0.81 0.53 0.21 0.76 0.64 0.35 0.78

“actually” control NC 0.48 0.47 0.54 0.58 0.52 0.48 0.53 0.49 0.51 0.48 0.46 0.54C 0.48 0.46 0.53 0.39 0.40 0.59 0.43 0.43 0.56

Table 2: Encoder LM representations can distinguish contradictory concatenated statements (AA′, A′A; labeled C)
from those that agree (AA, A′A′; labeled NC) with high reliability as shown in Rows 1–2. The last 6 rows show
results on control tasks with the probe achieving low accuracies which indicates the probe is not powerful enough to
learn the task on its own and the contradiction judgement is extracted from the LM representations. RB, DB, and
BN refer to RoBERTa, DeBERTa, and BERTNOT respectively.

curacy, so the probe can achieve non-trivial (>50%)
accuracy by approximating the XOR even if it can-
not hone in on a negation-sensitive factuality di-
mension.

Results Results of the different probes can be
seen in Table 3.

Rows 1–2: We see that a Linear probe trained
with just 1000 training samples to classify non-
negated facts achieves high accuracy (∼75%) on
held-out non-negated facts. This indicates factual-
ity judgements are indeed encoded in LM represen-
tations consistent with (Burns et al., 2022). How-
ever, this probe performs very poorly on negated
propositions.

Rows 3–4: We observe a similar but inverted
trend for the Linear probe trained only on negated
data as it performs almost equally well on negated
inputs and poorly on non-negated inputs. These
results indicate that the factuality judgement the
probes hone in on does not change the truth value
when negated.

Rows 5–6: The probes trained on exclusively
positive or negative data may just not be honing on
negation-sensitive factuality dimensions. To check
whether negation-sensitive factuality judgements
exist in LM representations we consider the probe
trained on both negated and non-negated proposi-
tions. We observe only 64% accuracy from the
linear probe, which can be achieved by approxi-
mating an XOR (upto 75% accuracy) of separately
encoded negation (almost 100% accuracy) and pos-
itive factuality (almost 80% accuracy) information
as discussed earlier.

Rows 7–10: A more complex MLP cannot

achieve much higher accuracy than our linear
probes trained on just 1000 samples. This shows
that factuality judgements are encoded in a linearly
separable manner in LM representations.

Rows 11–12: As discussed earlier, a non-linear
probe can learn the N⊕F using the separate nega-
tion and factuality judgement information in the
representations. As expected, the MLP achieves
high accuracies, significantly outperforming the
linear probes in Rows 5, 6.

Note that despite finetuning for changing out-
puts on negated factual propositions, the probes
on BERTNOT obtain similar results to vanilla
pretrained RoBERTa and DeBERTa. This shows
changing outputs in the presence of “not” is not a
sufficient objective to learn that “not” changes the
truth value of a proposition which is necessary to
truly “understand” negation.

Conclusion The results suggest that LM factual-
ity judgements are not negation sensitive as they
should be, even though both the presence of nega-
tion and factuality judgements are encoded in the
representations separately.

4 Characterizing Negation Consistency

Consider the sentence “The boy was born in
[MASK]” and its negated counterpart “The boy was
not born in [MASK]”. If these two sentences are pro-
vided independently, “America” forms a plausible
high probability completion to both. If they occur
in different samples of the training data, they could
act as evidence for the LM that it is okay to produce
the same output upon negation. When then do we
expect different outputs for a negated input?



# Probe # samples RoBERTa DeBERTa BERTNOT

+ − + − + − + −

1. Linear 1000 0 0.78 0.26 0.76 0.26 0.75 0.189
2. Linear 7000 0 0.82 0.23 0.81 0.27 0.81 0.21

3. Linear 0 1000 0.26 0.79 0.28 0.76 0.29 0.76
4. Linear 0 7000 0.21 0.81 0.21 0.81 0.23 0.81

5. Linear 1000 1000 0.64 0.64 0.61 0.62 0.61 0.58
6. Linear 7000 7000 0.68 0.66 0.67 0.64 0.63 0.61

7. MLP 1000 0 0.79 0.25 0.79 0.22 0.78 0.24
8. MLP 7000 0 0.85 0.19 0.84 0.19 0.85 0.19
9. MLP 0 1000 0.29 0.76 0.24 0.77 0.27 0.78
10. MLP 0 7000 0.19 0.86 0.18 0.85 0.20 0.85

11. MLP 1000 1000 0.75 0.78 0.76 0.77 0.75 0.76
12. MLP 7000 7000 0.85 0.85 0.83 0.83 0.81 0.83

Table 3: Factual judgement extraction for probes trained on positive negative or both classes. + represents the
number of training samples that were not negated & − represents negated training samples. We report accuracies on
+ and − held-out samples.

When referring to a single entity, we expect dif-
ferent outputs for negated inputs. Consider the case
of sentences that state well-known facts (which we
refer to as factuality sentences). Typically, factu-
ality sentences refer to famous people, objects or
events. In these cases, the ambiguity of reference
can be resolved without additional context. The
probability that the token “Einstein” refers to the
Nobel Prize winner is very high, and other people
named Einstein have a negligible effect on the out-
put probability distribution. So it is reasonable to
expect the output to change, or different comple-
tions to “Einstein likes to eat [MASK]” and “Ein-
stein does not like to eat [MASK]”.

On the other hand, consider a scenario like “The
boy was born in America. The boy was not born
in [MASK]”. The context here narrows the set of
possible referents of “The boy” to the set of boys
that were born in America, say BAmerica. We ex-
pect “America” to be a very low probability com-
pletion for [MASK] as for each b ∈ BAmerica, we
expect “b was not born in [MASK]” to have “Amer-
ica” as a very low probability completion. Thus it
is again reasonable to expect different completions
to [MASK] in the negative sentence. We refer to
these cases as in-context scenarios.

We thus draw a distinction between:
• Type 1 low ambiguity in referent. Situations like

factual and in-context propositions where we can
expect changes in outputs for negation.

• Type 2 situations where the referent has high
ambiguity. The same output under negation is
possible in a subset of these propositions.

Note that while nouns like the subject are the
main source of ambiguity and type determination,
they do not necessarily determine whether nega-
tion consistency entails a change in output. This
is because not all Type 2 propositions require a
change when negated. The relation can induce
structure such that subjects with high ambiguities
also require changed outputs for negation consis-
tency. For example, in “The diesel car does not con-
sume [MASK]”, “consume” ensures that all diesel
cars have the same completion (i.e. “diesel”) for
the non-negated proposition, requiring a changed
output under negation despite being a Type 2 situa-
tion. Next, we use a toy example to illustrate how
the Type 1 and Type 2 distinction can arise in the
case of negation for masked language modelling.

4.1 Masked language modelling illustration
Masked language modelling involves learning to
fill in a masked token M given the context of sur-
rounding tokens C, where M and C are random
variables taking values of a single token and a se-
quence of tokens respectively. Further, we separate
the negation information from the context using
the random variable N that takes the value 1 when
the input is negated, and 0 otherwise. We still use
C to refer to the remaining context tokens. Let us
consider a situation where we are modelling state-
ments made about two worlds w1 and w2, where
different facts are true. If we know which world is
being referred to, we could correctly determine the
completion m for a statement C that has a token
masked out. However, the LM does not have access



to referents and learns a distribution that is unaware
of the underlying world about which the statements
are made. We can view this as marginalizing over
different worlds (Xie et al., 2022).

P (M ∣C,N) =∑
w

P (M ∣C,N,w)P (w∣C)

where P (w∣C) = P (w∣C,N) is the probability
that the statement is made about the world w given
the context C,N assuming the world chosen is in-
dependent of the presence of negation and only
determined by the form C. In particular, when
C resolves to a single entity with high probabil-
ity (P (w∣C) is high for one of the worlds w), we
call the statement Type 1, and otherwise Type
2. Whether the output should be changed for
Type 2 statements depends on the joint distribu-
tion P (M ∣C,N). While the Type 1 and Type 2
distinction is arbitrary, it is helpful for intuition.

Table 4 shows a distribution P (M ∣C,N) where
C either resolves to world w1 with high probabil-
ity (Type 1), or both worlds w1,w2 are equally
likely (Type 2). It shows how the top prediction
may not change upon negation, even retaining the
same probability. Let C (example: “The boy likes
to eat [MASK]”) have two possible referents, say
c1 and c2 if two worlds w1 and w2 respectively.
Let there be three values for [MASK]: m1,m2,m3

(for example, “fruits”, “vegetables” and “meat”)
which have a non-zero probability. The probabil-
ities in Table 4 follow the probability sum con-
straint ∑m∈support(M) P (M = m∣C,N) = 1. Fur-
ther, they follow the constraint of the top prediction
changing for a single referent, i.e. from m3 to m1

for c1 and from m1 to m2 for c2. Given just the
ambiguous token C which could refer to both c1, c2
with equal probability, the top prediction can be the
same, i.e. m1 with equal probability.

We do not have access to the ground truth ref-
erents that a model was trained on, so we cannot
compute how a model estimates P (M ∣C,N) like
in the illustration above. However, viewing nega-
tion consistency in terms of cases where the refer-
ent is more or less ambiguous (as in Type 2 or Type
1) may suggest a way to probe for what a model
learns about negation consistency.

5 Discussion

5.1 Negation and Factuality
We have shown that LM’s factuality judgements
are not sensitive to negation (Section 3.4), which

N = 0 N = 1

m1 m2 m3 m1 m2 m3

w1 0.2 0.3 0.5 0.6 0.1 0.3
w2 0.6 0.2 0.2 0.2 0.5 0.3

Type 1 C 0.24 0.29 0.47 0.56 0.14 0.3
Type 2 C 0.4 0.25 0.35 0.4 0.3 0.3

Table 4: Example for how negation consistency may not
require changing outputs in case of referent ambiguity.
In Type 1 situations, it is clear which world the utterance
is referring to (here w1). In this case the probabilities
for the two worlds are mixed with P (w1∣C) = 0.9 and
P (w2∣C) = 0.1. In Type 2 situations, it is not clear
which of the two worlds the utterance is referring to.
The probabilities for the two worlds are mixed with
P (w1∣C) = P (w2∣C) = 0.5. The top predictions (high-
est probability) for each situation are in bold. Upon
negation (N = 0 → N = 1), the top prediction changes
for Type 1 situations (here m3 → m1) but may not
change for Type 2 situations (here m1).

can be a major shortcoming in their understanding
of “truth,” or their own “truthfulness.”

One may then wonder how these LMs can still
change their predictions on some factual proposi-
tions when negated, with BERTNOT producing
a change for most samples as it is explicitly fine-
tuned to do so. We have shown that final layer LM
representations encode both the presence of nega-
tion (Section 3.2) and factuality judgements (Sec-
tion 3.4). The LM head can learn to use the sepa-
rately available negation information to change the
output in the presence of negation. Note that just
changing the output is simple, a sufficient amount
of random noise added to the representations in
the presence of negation would also change the
output. It is then not surprising that the model
changes its output on some factual propositions
when negated despite not incorporating negation in
judging whether a factual proposition is true. Our
results in Section 3.4 show that simply achieving
changed output in the presence of negation is a
weak objective for LMs to truly understand nega-
tion. We should also evaluate other constraints
negation poses, such as changing the binary truth
value of propositions.

5.2 Referent Ambiguity in Pretraining
As humans, if different people talk to us about
a “box,” we initially assume they are referring to
different boxes and thus may not be confused if the
boxes have contradicting properties. However, for
an LM, if a “box” has contradictory descriptions



in different training samples (“The box is big, The
box is not big”), it may not understand the boxes
being referred to are different. This could confuse
the model regarding the meaning of “not.”

During training, independent samples may con-
tain a Type 2 proposition and its negated version
with the same completion. It is possible that pre-
training does not have sufficient signal to distin-
guish Type 1 and Type 2 situations as learning the
ambiguity in referents may require pragmatics and
grounding. In this case, negation minimal pairs not
requiring a change in completions can act as noise
that hampers the model’s ability to be negation con-
sistent in Type 1 situations. This may explain the
poor performance of LMs on negated inputs.

5.3 Limitations and Future Work
We perform our analysis on only Type 1 data (fac-
tual statements) due to a lack of corpora that distin-
guish Type 1 and Type 2 situations. Creating such
datasets is an important direction for future work,
which could also help extend our analysis of how
LMs behave on Type 2 datasets. We have not yet
studied whether LMs can model referent ambiguity.
Causal interventions (Geiger et al., 2020) to show
whether LMs use referent ambiguity to learn nega-
tion consistency is an exciting direction for future
work. Future work could also explore more diverse
negation datasets (Jiménez-Zafra et al., 2020) like
CondaQA (Ravichander et al., 2022).

6 Conclusion

By probing their representations, we show that lan-
guage models can reliably detect negation and rea-
son about negation-based contradictions. However,
we show that the presence of negation does not
inform the encoding of the truth value of a state-
ment in the LMs representations. Simply finetun-
ing the LM to change its output in the presence of
“not” (Hosseini et al., 2021) is insufficient for the
LM to understand negation, specifically that “not”
changes the truth value of statements. We propose
learning to be consistent under negations may be
hard as negation doesn’t always necessitate a dif-
ferent output from the positive proposition when
there could be multiple possible referents. We hy-
pothesize that the lack of sufficient explicit signal
in pretraining corpora about possible referents in
the real world may confuse LMs about when nega-
tion entails changing outputs. Overall, we hope
our characterization of negation consistency in the

context of LMs guides research that improves how
LMs reason about negated sentences.
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